Non-optimal solutions
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Solver options in GAMS

- `iterlim = a`: iteration limit: Solver terminates after $a$ iterations (default $2 \cdot 10^{10}$)
- `reslim = a`: time limit in seconds: Solver terminates after $a$ seconds (default 1000)
- `optcr = a`: relative gap tolerance: Solver terminates at relative gap $a$ (default 0.1)

GAMS syntax:

```
Options	hrenlim = 600
optcr = 0
;
```
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